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Wind energy production is a major asset in ensuring a successful energy transition. Consequently, its 

development has accelerated steadily over the last decade. To control the cost of producing this renewable 
energy, or LCOE, it is necessary to reduce maintenance costs throughout the useful life of the turbines. These 
costs are mainly due to the replacement of major components such as the gearbox or the generator (Bie et al., 
2021; Nunes, Morais and Sardinha, 2021). 

To avoid these interventions, a new maintenance strategy, using condition monitoring (or CM), has been 
widely studied on the literature. CM is based on the analysis of a real time representation of the health of a 
component. A popular CM approach is to monitor a simple residual (measured minus modeled value) that uses 
normal behavior model built using supervisory control and data acquisition (SCADA) to explain a key variable, 
representing the state of a component (Maldonado-Correa et al., 2020). 

In our research work, we propose a condition monitoring strategy for wind turbine fault detection, previously 
presented in (Raymond et al., 2022). This CM strategy uses a set of residual indicators built from various normal 
behaviour models to predict a common output variable. Indeed, this multi-model approach could significantly 
improve detection performance, as proved in (Raymond et al., 2023). 

Each model is built in an automatic way using an innovative data driven variable selection method. The 
models built are simple linear models, with no more than 3 variables as inputs. The use of a data driven approach 
enables models to be built for any component of any wind turbine, whatever its technology, without the need for 
expert knowledge. This point is essential for the deployment of the fault detection method to a whole wind farm 
fleet. Moreover, because the models are simple, they are easy for maintenance operators to interpret, which is 
important for the acceptance of the method by experts. Finally, the small number of variables used decrease the 
risk of unavailability of the associated residual. 

Given an output variable and a reduced set of input variables obtained using L1 regression (Vidaurre, Bielza 
), the model variable generation algorithm follows the forward selection process (Kumar and 

Minz, 2014), and iteratively compiles variable that best fits the defined criteria, calculated for the wind farm 
scale. An important feature of this algorithm is that it provides a set of model variables applicable to all turbines 
in the wind farm being used. 

The model is then trained using linear least squares regression for interpretation and overfitting, and a residual 
indicator is constructed following the multi-turbine formula presented in (Lebranchu et al., 2019). This indicator 

-
and is robust to seasonality and production modes, while taking into account simple models. 

Finally, each residual indicator is assigned a detection threshold, tuned using a fault-free period of one year. 
This threshold makes it possible to decide whether an anomaly is present. This decision is called a vote. 

 

ESREL 2024  
Collection of Extended Abstracts  



The condition monitoring framework is shown in Figure 1 below. 
 

 
 

Fig. 1. Condition monitoring framework. 
 

Several models can be built by constraining the set of potential variables the selection method can used. Two 
additional models are included in the set: a model composed of variables chosen according to physical 
knowledge, and a trivial one, computed as the deviation of the measured output variable value of the wind turbine 
considered with its median value at the scale of the wind farm. The binary values of this set of indicators, 
obtained after thresholding the residuals, are merged with a majority vote.  

The assumption of our method is that these indicators provide unique and accurate residual information on the 
component's actual state of health, which makes the multi-model CM approach relevant for improving detection 
performance.  

The work presented shows the detection performances obtained by the application of a complete multi-model 
monitoring protocol, based on the results of (Raymond et al., 2023), on a set of four real fault cases.  

Detection performance using the majority vote of the associated indicators is compared with the mono-model 
approach proposed in (Raymond et al., 2022). The detection performance criteria used evaluate the time 
remaining for preventive maintenance operations before the failure and the additional costs generated by false 
alarms for the company in charge of maintaining the wind farm. 

The results show that the use of the majority vote leads to a significant improvement in detection performance, 
meeting the operational specifications.  

Following this study, the process has been implemented on real-time operating data on the company's data 
processing software. 
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