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A review of scoring rules highlights the distinction between rewarding honesty and rewarding quality. This 

motivates the introduction of a scale invariant version of the Continuous Ranked Probability Score (CRPS) which 
enables statistical accuracy testing based on an exact rather than an asymptotic distribution of the density of 
convolutions. A recent data set of 6,761 expert probabilistic forecasts for questions from their fields with 
realizations is used to compare performance. New insights include 
Bulleted lists may be included and should look like this:  

 variance due to assessed variables dominates variance due to experts; 
 performance on Mean Absolute Percentage Error (MAPE) is weakly related to statistical accuracy; 
 scale invariant CRPS combinations compete with the Classical Model on statistical accuracy and 

MAPE; 
 CRPS unlike CM fails to detect location bias. 

Introduction 
Scoring rules were introduced by DeFinetti to reward honesty in expert elicitation. (De Finetti, 1937). 

Continuous Ranked Probability Scores (CRPS) (Brown, 1974), Probability Interval Scores (PIS) (Aitchison and 
Dunsmore, 1968) and scores from the Classical Model (CM) (Cooke, 1991) have recently captured attention in 
evaluating COVID-19 probabilistic model predictions (Ray et al., 2020; Cramer et al., 2022; Colonna et al., 
2022), fueling the debate on how probabilistic predictions should be evaluated. This article offers insights from a 
recent expert judgment dataset (Cooke et al., 2021) comprised of expert probabilistic predictions over a wide 
variety of fields for which realizations or true values are also available. 

Rewarding honesty in expert elicitation is not the same as rewarding quality in expert probabilistic 
assessments. This is manifested when numerically equal scores mask large differences in quality (Nane and 
Cooke 2024). In traditional proper scoring rules, statistical accuracy and some measure of informativeness 
(sharpness, resolution, refinement, information) are hard wired such that very high sharpness can buy off an 
attendant very poor statistical accuracy. In the Classical Model (CM) these are measured separately and 
combined in a product form with statistical accuracy strongly dominating. A scale invariant version of the CRPS 
isolates the statistical accuracy component and can be combined with informativeness as in the CM. This is 
applied to an expert judgment data base involving 49 studies, 526 experts and 580 calibration variables from their 
fields. With a closed form convolution of independent CRPS scores, the transformed CRPS yields a score for 

s of variables without recourse to an 
asymptotic distribution. This may enable applications with fewer calibration variables. Compared to the statistical 
accuracy test used in the Classical Model it has the advantage of better rewarding proximity of a median point 
forecast to the realization. On the other hand, it is insensitive to location and under-confidence bias. Scoring 
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individual variables might prove useful for screening calibration variables for outliers. Tables 1 and 2 compare 
results for statistical accuracy and mean absolute percentage error. 

Table 1. Statistical accuracy for different combinations (Decision Makers, DMs); this is the probability of falsely rejecting the hypothesis that  
. 

 
 

Table 2. MAPE scores for DMs giving the percentage error of medians as point forecasts; low scores near 0 are good. 
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