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Abstract 

Product reliability is widely acknowledged as a crucial aspect for both enterprises and customers. However, solely investing 
in improving product reliability does not guarantee enhanced sales performance. Various factors, including reliability, price, 
brand, and customer sentiment, contribute to a product's success, with intricate interactions among them. This paper 
introduces a statistical model leveraging observational data from e-commerce websites to explore these interactions and their 
impact on sales. Our study employs explanatory variables such as reliability, price, brand, and customer sentiment, with 
product sales as the dependent variable. Popularity and sales figures are approximated using the number of reviews per unit 
of time in the product life cycle. Reliability and customer sentiment are extracted from customer reviews through two natural 
language processing (NLP) models. Recognizing the limitations of observational data, where statistical association may differ 
from causality, we apply the propensity score matching approach to estimate the average treatment effect of each explanatory 
variable. Causality is crucial for decision-makers seeking to understand why a product succeeds or fails. Our approach 
addresses this by offering insights into the factors influencing product popularity. The analysis reveals that 'customer 
sentiment' is the most significant factor, followed by 'reliability' and 'price.' In contrast, a comparable study, neglecting causal 
effects, prioritizes 'reliability,' followed by 'customer sentiment' and 'price.' The results underscore the importance of 
considering causal inference, as our model corrects biases introduced by confounders in observational data, aiding decision-
makers in prioritizing features to enhance a product's popularity. 
 
Keywords: causal inference, reliability, sentimental analysis, Natural Language Processing, Average Treatment Effect, propensity score 
matching 

1. Introduction 

Being able to tell what a company has to change in order to make its products more popular can be very 
interesting for the company. There are usually many contributing factors, and they interact with one another to 
impact the popularity of a product or a service (Cheng et al. 2022). There are two major challenges when we try 
to investigate how these factors impact the product popularity. First, how to collect the data necessary to support 
estimating the treatment effect of an influencing factor on the product popularity. Ideally, one should design 
randomized controlled trials (RCT), in which samples are purely randomly selected to be subject to the treatment 
and observe the response. However, RCTs can be very expensive and sometimes unethical to implement. To 
solve this problem, we propose a new framework to investigate the causal effects of different contributing factors 
to product popularity through observational data from e-commerce websites. A web scraping scheme is 
established to collect the needed data. As some explanatory variables we are interested in are contained in 
customer reviews (e.g., reliability, customer sentiment), natural language processing (NLP) and machine 
learning models are developed to extract this information. 

The second challenge is, since we are using observational data, there are inevitably confounders in the data. A 
confounding variable is a variable that influences the variables studied, thereby distorting the observed 
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relationship and preventing an accurate representation of the relationships between the variables studied 
(Pourhoseingholi et al., 2012). 

We then established causal relationships between the features (for example reliability is linked by a causal 
relation with customer's sentiment). We finally estimated the ATE (Average Treatment Effect) thanks to 
propensity score matching, which makes possible for us to estimate the true importance of a given factor to 
improving the popularity of the product. When confounders are present, statistical association does not equal to 
causality. To solve this problem, in this paper, we introduce a causal inference model based on propensity score 
matching to estimate the average treatment effect of each explanatory variable.  

The rest of this paper is organized as follows. In Section 2, we present the methods for data collection and the 
models developed for extracting information through NLP and estimating the ATE based on causal inference. 
Then, in Section 3, we present the results obtained and compare the features. Finally, in Section 4, we discuss 
problems related to our method before concluding our work in Section 5. 

2. Methods 

To investigate the impacts of the main contributing factors on the popularity of a product, we follow the 
procedures defined in Figure 1. First, we collect the needed data through web scraping (Section 2.1). Since some 
of the explanatory variables are only implicitly expressed in the reviews from customers, natural language 
processing and machine learning models are developed to extract this information and estimate the values of the 
related explanatory variables (see Section 2.2 for details). A propensity score matching based method is 
presented in Section 2.4 for estimating the average treatment effect (ATE) from the collected observational data. 

 
 
 
 
 
 
 
 

 
Fig. 1. Flowchart of our approach. 

2.1. Data collection using web scraping 

The objective of this study is to collect data and investigate the main contributing factors and their 
contributions to the popularity of a product. As we do not directly have access to the data from the 
manufacturing company, it is in general difficult to collect data by designing RCTs. Alternatively, we collect 
open data from e-commence websites through web scraping and use this observational data for our research 
purposes. 

The explanatory variables considered in our model are listed in Table 1, along with their collection  
method. The response variable is the popularity of the product. In particular, the response variable, the popularity 
of a product, is approximated through the number of reviews received per day, as shown in Table 1. To  
do this, we calculated the number of days since the product went on sale. We then divided the number  
of reviews received by the product by the number of days, finally giving us the number of reviews received  
per day, which we believe represents the product's popularity. The reason for making this approximation  
is that the e-commerce website we used for data collection does not directly share the sales number for each 
product. 

In order to extract these variables from a e-commerce website (Amazon), we first developed a scrapping 
algorithm based on the BeautifulSoup module (https://www.crummy.com/software/BeautifulSoup/) in Python. It 
made possible for us to fill in a csv file all the reviews, the brand, the operating system, the technical features 
(such as processor, ram, the size of the screen), the price, the number of stars and the  release date of the laptop. 
A part of the dataset is shown in Figure 2. For 23 laptops, we managed to obtain a total of 1543 lines like those 
shown in Figure 2. 



   

 
Fig. 2. A part of our dataset. 

 
Table 1. Important variables and the data collection scheme 

Variable name   Type  Meaning Collection method 

Reliability  

     

Explanatory Reliability of the 
product 

Develop NLP and machine learning model to extract from customer 
reviews.  

Price  Explanatory Price of the 
product 

Directly scrape from e-commerce website. 

Customer sentiment  Explanatory How customers 
feel about the 
product 

Develop NLP and machine learning model to extract from customer 
reviews. 

Brand  Explanatory Brand recognition Scrape from an e-commerce site and then compare it to a data set  
of well-known brands. 

Popularity  Response Popularity of the 
product 

Approximate it by the number of reviews over the product life cycle. 

2.2. Information extraction through NLP and machine learning 

As shown in Table 1, the variables reliability and customer sentiment cannot be directly extracted from the 
scraped data. These two variables need to be inferred from the information conveyed in customer reviews. In this 
section, we show how to develop machine learning models based on NLP to extract information from customer 
review data and estimate these two variables. 

Once we collected all the reviews in csv files (each laptop has its own csv file with all the features we 
extracted). We noticed that the number of stars people gave a product did not really represent how they felt about 
it, whether they were satisfied or not. 

Therefore, we needed to know how consumers felt about the product. This is why we used  
the BERT language model (which stands for Bidirectional Encoder Representations from Transformers)  
(Devlin et al., 2018). Unlike previous language models, BERT considers bidirectional context during  
training, meaning it analyzes the context of words in a sentence by taking into account both left  
and right surrounding words. The BERT model is pre-trained on a large corpus of text (from Wikipedia  
and Bookcorpus). We then have to fine-tune the model (Sun et al., 2019). Fine-tuning a pre-trained model 
requires adjusting or adapting the structure/parameters of the latter for a specific task or dataset. The  
fine-tuning is done by adding an extra layer to the pre-trained layers of the BERT model, as shown in the  
Figure 3. 

 
 
 
 
 
 



    

 
 

Fig. 3. Fine-tuning BERT. 
 

We then train the whole model to perform a particular task, which will lead the layers from the pre-trained 
network to slightly modify their hyperparameters. In contrast, the layer we have added will radically alter its 
parameters since it has been trained for the first time (Merchant et al., 2020). In other words, the last layers are 
the most task-specific and, therefore are the most modified during the fine-tuning process, whereas the first 
layers change only slightly. 

For example, in our case, we want to classify reviews into two classes, i.e., positive sentiment or negative 
sentiment. Therefore, we provided the model with a dataset containing reviews labeled as positive/negative 
(Kotzias et. al., 2015), this dataset contains sentences related to electronics labeled with a positive or negative 
sentiment, for sentiment analysis. The model then adjusts its weights and parameters to better fit this task. This 
enabled us to find out, for each review, whether the consumer had positive or negative feelings about the 
product. 

We worked in the same way to find out whether or not a consumer complains about a failure of the product.  
In fact, we fine-tuned another BERT language model with a dataset that we labeled manually (Meunier-Pion et 
al., 2021), in which a total number of 2415 reviews were labelled as containing failure complaints or not. Here is 
a sample in Figure 4 of the dataset.   

 
 
 
 
 

 
 
 
 
 
 
 
 
 

Fig. 4. A sample of the data set, IF means that the consumer has reported a failure. 
 
Finally, the trained model is used to identify if a review contains a failure description. Then, the reliability of 

the product is estimated by the fraction of reviews that do not report failure over the total number of reviews, as 
shown in (1). 

 

,     
 

where  is the number of reviews without a report of failure and  is the total number of reviews. 

2.3. Establishing causal relationships 

Now that we have put together all the variables we need, it is time to establish how one relates to the other. To 
do this, we have used our prior knowledge to define the potential interactions among the variables (Constantinou 
et al., 2023), as a causal graph shown in Figure 5. For example, price, brand directly affect popularity and that 
reliability affects how people feel about a product and popularity. Reliability is therefore a confounding factor. 



   

 
 
 
 
 
 
 
 
 
 
 

Fig. 5. One of our causality graphs. 
 

In the following analysis, we chose one of the explanatory variables as treatment, and the others as covariates. 
Covariates are variables that are measured and included in the analysis to account for potential sources of 
variability or to control for their effects, as shown in Figure 6. For example, in a study investigating the effect of 
a new drug (the primary treatment) on blood pressure (the outcome), age, gender, and baseline blood pressure 
may be considered as covariates. Including these covariates in the analysis allows for a more accurate estimation 
of the drug's causal effect by controlling for potential confounding factors (Morgan, 2018), which occurs when a 
third variable (confounder) is associated with both the exposure and the outcome, leading to a spurious 
association between the treatment and the outcome. Confounding can introduce bias and distort the estimation of 
the true causal effect. 
The treatment refers to an intervention, condition, or variable deliberately manipulated or observed to assess its 
impact on an outcome. In other words, to determine whether or not there is a causal relationship between the 
variable referred to as treatment and the outcome. In our case, the treatment will be price, reliability or consumer 
sentiments, and we will observe how these "treatments" affect the product's popularity referred to as the 
outcome. 
 
 
 
 
 
 
 
 
 
 

Fig. 6. Example. 

2.4. Estimating the ATE through propensity score matching 

The term Average Treatment Effect (ATE) is a statistical concept used in the context of causal inference. It 
quantifies the average difference in outcomes between a group of individuals receiving a particular treatment or 
intervention and a comparable group that does not. ATE helps to measure the causal effect of a treatment or 
intervention by comparing the average outcomes between these two groups. It is calculated as follows for an 
individual (Kuang et al., 2020): 

 

,   (2)
 

where  is the value of the outcome if the individual received the treatment whereas  is the value 
of the outcome if the individual did not receive the treatment and  the expectancy. In this study, the outcome is 
defined as the popularity of the product and in each trail, we chose the treatment to be one of the explanatory 
variables in Table 1 that want to know its effects on the outcome.  

In order to adjust for the effect of confounder and estimate the ATE, we decided to use the Dowhy module 
(https://www.pywhy.org/dowhy/v0.11.1/) in Python. The package has built-in supports for most state-of-the-art 
approaches for ATE estimation, including: 

 Linear regression (Gomila, 2021); 
 Propensity score stratification (Austin, 2011); 
 Propensity score matching (Austin, 2011); 



    

 Inverse propensity score weighting (Austin, 2011); 
 Instrumental variable (Aronow et al., 2017); 
 Regression discontinuity (Melly et al., 2020). 

Here, we chose propensity score matching because it helps address confounding and reducing possible bias 
while estimating the ATE by creating comparable groups with similar distributions of covariates. In addition, 
this method applies in the case of an observational study that we are carrying out. 

Propensity score matching (Austin, 2011) involves estimating the probability of receiving the treatment (this 
is the propensity score) and then matching treated individuals with similar untreated individuals based on this 
score, as illustrated in Figure 7 The two samples with similar propensity score are regarded as similar in terms of 
other covariates and only different in terms of the treatment. Therefore, the ATE is then estimated by calculating 
the difference in the outcomes from a matched pair of two experiments. The main advantage is that it reduces the 
selection bias inherent in observational studies (we are conducting an observational study here). 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 7. Propensity Score Matching. 

 
The propensity score, which is defined as the probability of receiving the treatment given the covariates 

(Abdia et al., 2017): 
 

,  (3) 
 

where  is the propensity score for an individual i,  is the treatment variable and  is the covariate variables.  
Conditioning on this probability can objectively estimate the average treatment effect (Valojerdi et al., 2018). 
The propensity score can be estimated based on the following steps (Harris et al., 2019): 

 Define Covariates X: Identify a set of observed covariates X associated with treatment assignment 
and outcome. It can be the brand, the reliability, the price and so on. We could include all measured 
covariates in the propensity score model; this is the simplest approach, and it may enhance the 
precision of the estimates (Emsley et al., 2008). However, other authors have performed simulations 
to illustrate that covariates related to the outcome are required for obtaining the least biased 
estimates of treatment effect (Brookhart et al., 2006). We decided to include all the covariates we 
have measured. 

 Train a logistic regression model to predict the propensity score: 
 Formulate a logistic regression model with treatment T as the dependent variable and 

covariates X as independent variables:  
 Estimate coefficients using maximum likelihood estimation. 

 
 For each observation, calculate the predicted propensity score of receiving the treatment  :  

 

 
 

 Check overlap: Ensure sufficient overlap in the distribution of estimated propensity scores between 
treatment and control groups. 

Once the propensity scores are calculated, the ATE (Kuang et al., 2020) can be estimated by 
 

,   (4) 
 

where: 



   

 N is the number of matched pairs; 
  denotes the outcome for the treated unit i; 
  denotes the outcome for the matched control unit i. 

This formula shows that the ATE estimate only considers matched pairs. 

3. Results 

In this section, we present and discuss the main results from the analysis. We decided to choose a laptop as 
the product to study. We collected data on 23 laptops on Amazon. We then drew up a ranking of the features that 
a seller should consider to improve laptop sales. 

3.1. Results for several features 

We chose different variables of interest for which we wanted to measure their importance on the popularity of 
the product. We considered price, product reliability and customer sentiment as treatments (the last two variables 
were obtained from comments on the product's website). For simplicity of analysis, we assume that the treatment 
is binary, i.e., either receiving or not receiving the treatment. We use a threshold-based approach to define each 
treatment. For example, if more than 70% of the comments did not mention a system failure, we consider the 
system to be reliable. 

Table 2. Decision threshold. 

Variable Threshold Criteria 

 70% % 

Reliability 70% % 

Price   

 
The result of the analysis is presented in Table 3 which ranks each of these variables of interest (or treatment) 

according to the impact they have on a product's popularity. For example, the model predicts that making the 
product reliable will increase its popularity by 76%. 

 
Table 3. ATE calculated from the developed model. 

Variable Increase of 
popularity 

 88% 

Reliability 76% 

Price 14% 

 
From the results, if a seller wants his product to be more popular, then he has to make sure that people's 

opinions of his product are positive. Improving reliability can contribute to product popularity but the product 
popularity is less sensitive to the reduced price. 

3.2. Without considering causality 

In this section, we compare the results from causal inference to a benchmark model that does not consider 
causality. In this simple model, the impact on product popularity can be evaluated directly from data, using the 
following formula: 

 

 (5) 
 

where  and are respectively the average popularity score of reliable products (the ones 
that receive treatment) and the average popularity score of the not-reliable products (the ones that do not receive 
treatment). The effect on popularity calculated from this simple model is summarized in Table 4. 
 
 
 

 



    

    Table 4. Impact on popularity without considering causality. 
 

 
 
 
 
 
 
It can be seen from Table 4 that the treatment effect of reliability on product popularity will increase to 97%, 

which is much higher than the 76% previously estimated. This can be explained by the fact that when we 
estimated the increase in popularity, which ultimately led to 76%, we considered covariates such as price. The 
price can be higher when the product is more reliable, since it should use more robust materials. Therefore, if the 
increase in reliability also leads to an increase in price, the increase in popularity may be less than the naive 
result in which price is not considered. 

It should be noted that not only has the treatment effect on product popularity of each treatment changed, but 
also the general order of importance of the variables has changed. As decision-makers rely on the ranking to 
decide the most important way to improve the popularity, it is clear that without properly considering 
confounding effect in the observational data through the causal inference model, the decision-makers might be 
misled by the results of the analysis. 

4. Discussions 

4.1. Issues with propensity score 

In order to estimate the ATE, we estimated the propensity score. However, using the propensity score raises 
some issues. A first problem may arise when the sample size is small. Indeed, propensity score matching 
requires a sufficient number of individuals to be matched in order to produce accurate estimates of treatment 
effects. If the sample size is very small, it may not be possible to find enough matched individuals, which can 
lead to bias in the estimates of treatment effects. 

Another problem is that applying propensity score matching relies on several assumptions. One of these 
assumptions is that all covariates that are related to both the outcome and the treatment are observed and 
included in the propensity score model. Many authors (Austin, 2011) highlighted that this is a strong assumption 
that is difficult to validate. Another major assumption of propensity score is the Stable Unit Treatment Value 
Assumption (SUTVA). This assumption says that the treatment effect for one individual is not affected by the 
treatment status of another.  

We could also ask ourselves, which covariates should we include in a logistic regression model for estimating 
the propensity scores? Many authors have explored this question of variable selection. A few authors say that 
including all measured covariates in the propensity score model is the simplest approach and enhances the 
precision of the estimates. Other authors have performed simulations to illustrate that covariates related to the 
outcome is required for obtaining the least biased estimates of treatment effect (Brookhart et al., 2006). 

5. Summary and conclusions 

In this paper, we meticulously gathered and processed data using web scraping techniques. NLP and machine 
learning models are developed to extract useful information regarding product features like reliability and 
customer sentiment. Then, a causal inference model is developed based on propensity score matching to estimate 
the true treatment effect of different influencing factors on improving the popularity and sales of the product. We 
developed robust causal inference models by employing causal graphs and leveraging the Dowhy module in 
Python. The culmination of our efforts resulted in a systematic ranking of extracted features, offering sellers 
strategic insights into enhancing their product's popularity. 

Remarkably, our study yielded distinct rankings contingent on considering causal relationships. The 
significance of incorporating causal inference became evident as it impacted the prioritization of features crucial 
for a product's success. Notably, 'customer sentiment' emerged as the most influential feature for enhancing 
product popularity. 

The findings underscore the importance of considering confounding bias and covariates in understanding 
outcomes. This study provides a practical framework for sellers to optimize their products and emphasizes the 

Variable Increase of 
popularity 

Reliability 97% 

 23% 

Price 5% 



   

necessity of nuanced analyses that account for causal relationships in unravelling the intricacies of product 
popularity. 
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